




(a) (b)

Figure 6: a) Frequency response for different excitation levels f (g), b) Output voltage for different excitation
levels f (g).

bandwidth on the right side of the central frequency. On the contrary, when k increases
beyond 250N/m, the curve shifts to the right, σ2 > 0 or ω > 2ω1. In this case, the left
branch outperforms the right branch. The stiffness of the spring breaks symmetry and
changes the position of the central frequency with different performances on two branches.
Once the symmetry is broken in the frequency response, the frequency bandwidth decreases
from 2.3Hz to 1.6Hz.

(a) (b)

Figure 7: a) Frequency response for different excitation levels k (N/m), b) Output voltage for different
excitation levels k (N/m).

The initial distance between the beam tip and the fixed magnet, d, also affects the
frequency responses as shown in Figure 8. Results show that when d decreases, a broader
bandwidth response is obtained with a shift of the central frequency to the left compared to
original curve. The bandwidth increases from 2.3Hz to 2.9Hz when the distance d decreases
from 4.5mm to 2.5mm. At smaller d values, the magnetic force is larger making a stronger
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(a) (b)

Figure 8: a) Frequency response for different distance d (mm), b) Output voltage for different distance d
(mm).

bi-stability effect that causes larger tilting in the frequency response and output voltage
while maintaining a large amplitude in the response.

The magnetization moment effect on the frequency responses is depicted in Figure 9. The
effect is analogous to changing d. In both cases, as the magnetic force strengthens, more
tilting occurs in the frequency response. The stronger nonlinear effect on the system creates
a broader bandwidth frequency spectrum. We also observe that increasing magnetization
moment shifts the central frequency to the left.

(a) (b)

Figure 9: a) Frequency response for different magnetization moment N (Am2), b) Output voltage for
different magnetization moment N (Am2).

5.3. Numerical validations

In order to verify the approximated analytical solutions, two numerical methods are
employed to solve Equations (26-28). The first method is the long time integration (Runge-
Kutta method) and the second one is the shooting method [41]. A set of parameters used
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for making this comparison is listed in the Table 1. The shooting method is a useful way to
record periodic solutions of a nonlinear system, and it is computationally more time efficient
than the Runge-Kutta method. The procedure of shooting is explained as follows. We let
x1 = S, x2 = Ṡ,x3 = α,x4 = α̇ and x5 = v(t). Then, we set ẋ2 = S̈ and ẋ4 = α̈, which yields

ẋ1 = x2 (55)

ẋ2 = −ω2x1 − 2µ1x2 − c1ẋ4x3 − c2x
2
3 (56)

ẋ3 = x4 (57)

ẋ4 = −ω2
1x3 − 2µ2x4 − 2mc4x1ẋ4 − 2mc4x2x4 −mc4ẋ2x3 − c5x1x3 + θx5 + f cos Ωt (58)

ẋ5 = (−x5

R
− θx4)/cp (59)

To proceed with the shooting technique, for convenience, we define the following variables:

∂x1

∂η1

= x6,
∂x1

∂η2

= x7,
∂x1

∂η3

= x8,
∂x1

∂η4

= x9,
∂x1

∂η5

= x10,

∂x2

∂η1

= x11,
∂x2

∂η2

= x12,
∂x2

∂η3

= x13,
∂x2

∂η4

= x14,
∂x2

∂η5

= x15,

∂x3

∂η1

= x16,
∂x3

∂η2

= x17,
∂x3

∂η3

= x18,
∂x3

∂η4

= x19,
∂x3

∂η5

= x20,

∂x4

∂η1

= x21,
∂x4

∂η2

= x22,
∂x4

∂η3

= x23,
∂x4

∂η4

= x24,
∂x4

∂η5

= x25,

∂x5

∂η1

= x26,
∂x5

∂η2

= x27,
∂x5

∂η3

= x28,
∂x5

∂η4

= x29,
∂x5

∂η5

= x30,

The shooting technique requires simultaneously integrating equations (55-59) in addition to
time derivatives of above terms (for a total of 30 first order differential equations) for one
period of excitation.
The initial conditions are defined as

x1(0) = η1, x2(0) = η2, x3(0) = η3, x4(0) = η4, x5(0) = η5,

x6(0) = 1, x7(0) = 0, x8(0) = 0, x9(0) = 0, x10(0) = 0,

x11(0) = 0, x12(0) = 1, x13(0) = 0, x14(0) = 0, x15(0) = 0,

x16(0) = 0, x17(0) = 0, x18(0) = 1, x19(0) = 0, x20(0) = 0,

x21(0) = 0, x22(0) = 0, x23(0) = 0, x24(0) = 1, x25(0) = 0,

x26(0) = 0, x27(0) = 0, x28(0) = 0, x29(0) = 0, x30(0) = 1.

The thirty first order differential equations are then integrated numerically subjected to
the initial conditions over the duration of one period T. Subsequently, we calculate x6 − x30
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at time T and substitute them in the below algebraic system of equations and solve for the
error in the initial conditions:

x6 − 1 x7 x8 x9 x10

x11 x12 − 1 x13 x14 x15

x16 x17 x18 − 1 x19 x20

x21 x22 x23 x24 − 1 x25

x26 x27 x28 x29 x30 − 1



∂η1

∂η2

∂η3

∂η4

∂η5

 =


η10 − x1

η20 − x2

η30 − x3

η40 − x4

η50 − x5


The procedure is repeated until the errors are minimized and a convergence is achieved.
Figure 10 and 11 reveal the stable numerical solutions compared with analytical solutions
for the cantilever beam response and output voltage, respectively. Both long time integration
(LTI) and shooting methods are applied to get numerical solutions of the frequency responses.
Analytical solutions near the central frequency in the frequency spectrum indicate unstable
solutions, which cannot be obtained from long time integration. Solutions by LTI match with
those of the shooting method very well. It is observed that there is an agreement between
analytical and numerical solutions on having two branches tilted to both sides; however,
there is a quantitative difference between analytical solutions and numerical solutions. The
maximum errors between the numerical and analytical solutions are 25% on the left branch
and 34% on the right branch, respectively. The difference between analytical solutions and
numerical solutions in the large amplitude range comes from the assumption of only linear
terms for asymptotic series solutions for S(t),α(t) and v(t) (Equations (32)). In addition,
the second and higher order terms of time derivatives are also dropped. If higher order terms
were added to the assumed solutions, more accurate solutions would have been obtained by
the multiple scales method, but adding more terms makes the derivations computationally
very sophisticated. Regardless of small differences, all methods indicate the double bending
of frequency response and broadening of the frequency bandwidth.

(a) (b)

Figure 10: a) Cantilever beam frequency response by long time integration (LTI), b) Cantilever beam
frequency response by shooting.
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(a) (b)

Figure 11: a) Output voltage frequency response by long time integration, b) Output voltage frequency
response by shooting.

6. Conclusions

In this paper, the dynamic behavior of a hybrid resonator that combines internal reso-
nance with bi-stability is explored to increase frequency bandwidth. The hybrid resonator
consists of a piezoelectric cantilever beam carrying a movable magnet facing a fixed magnet.
The two magnets face one another with the same pole to create a bi-stable system, while
internal resonance is made by adding a spring that controls the movable magnet.

Three coupled governing equations are obtained by using Hamilton’s energy approach.
The perturbation method of multiple scales is employed to obtain approximate analytical
solutions for the amplitude and voltage frequency responses. The amplitude and voltage
frequency responses reveal a double bending effect, two frequency peaks bending to opposite
sides of the central frequency, resulting in a broader frequency bandwidth. Compared to bi-
stable energy harvesters with two fixed magnets that have only one branch, the bandwidth
of the new design is two times larger. The effects of different system parameters on the
frequency response and output voltage curves are studied. It is concluded that the larger the
magnetization moment and the smaller the initial distance between magnets, the larger the
frequency bandwidth. Variation of spring stiffness changed the symmetry of the frequency
response and shifted the central frequency, but a large amplitude response was maintained.
The approximate analytical solutions are also verified by the numerical methods of long time
integration (Runge-Kutta method) and the shooting technique for a case study. Analytical
and numerical solutions are in good agreement. In summary, the hybrid energy harvester
improves energy conversion efficiency by extending the frequency bandwidth of response and
voltage combining the two effects of bi-stability and internal resonance.
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